matrix solution of

equations

1. Cramer’s rule for solving simultaneous linear equations
2. Solving simultaneous linear equations using the inverse matrix method

3. Gauss elimination

Learning
outcomes

In this workbook you will learn to apply your knowledge of matrices to solve systems of
linear equations. Such systems of equations arise very often in mathematics, science
and engineering. Three basic techniques are outlined, Cramer's method, the inverse
matrix approach and the Gauss elimination method. The Gauss elimination method is,
by far, the most widely used (since it can be applied to all systems of linear equations).
However, you will learn that, for certain (usually small) systems of linear equations the
other two techniques may be used to advantage.

Time i

allocation
You are expected to spend approximately four hours of independent study on the
material presented in this workbook. However, depending upon your ability to concentrate

and on your previous experience with certain mathematical topics this time may vary
considerably.



Cramer’s Rule for
Solving Simultaneous
Linear Equations 8.1

L
\‘5‘ Introduction

The need to solve systems of linear equations arises frequently in engineering. The analysis of
electric circuits and the control of systems are two examples.

Cramer’s rule for solving such systems involves the calculation of determinants and their ratio.
For systems containing only a few equations it is a useful method of solution.

L3
\1_-‘ PrereqUiSiteS O be able to evaluate 2 x 2 and 3 x 3

_ ‘ ' determinants
Before starting this Section you should ...

\ . [0 State and apply Cramer’s rule to find the
\1—‘-\ Learni ng Outcomes solution of two simultaneous linear equa-

After completing this Section you should be tions

able to ... 00 State and apply Cramer’s rule to find

the solution of three simultaneous linear
equations

U Recognise cases where the solution is not
unique or does not exist



1. Solving two equations in two unknowns

If we have one linear equation

ar =b

in which the unknown is x and a and b are constants then there are just three possibilities
e a# (0 then z = g = a~'b. The equation ax = b has a unique solution for x.

e o =0, b =0 then the equation ax = b becomes 0 = 0 and any value of x will do. There
are infinitely many solutions to the equation ax = b.

e a = (0 and b # 0 then ax = b becomes 0 = b which is a contradiction. In this case the
equation ax = b has no solution for x.

What happens if we have more than one equation and more than one unknown? We shall find
that the solutions to such systems can be characterised in a manner similar to that occurring
for a single equation; that is, a system may have a unique solution, an infinity of solutions or
no solution at all.

In this section we examine a method, known as Cramer’s rule and employing determinants, for
solving systems of linear equations.
Consider the equations

ar +by =e (i)

cx+dy=f (ii)

where a, b, ¢, d, e, f are given numbers. The variables  and y are unknowns we wish to find. The
values of z and y which simultaneously satisfy both equations are called solutions. Simple
algebra will eliminate the variable y between these equations. We multiply equation (i) by d,
equation (ii) by b and subtract:

first, adzr + bdy = ed

and bcx 4+ bdy = bf

(we multiplied in this way to identify the coefficients of y as clearly equal.)
Now subtract to obtain

(ad — be)x = ed — bf. (iii)

8 B

-b o
|£" Starting with equations (i) and (ii) eliminate x.
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Your solution

Jv —00 = fi(pp — 2q)
urejqo 0} 30RIINS MON

v = fipp 4+ xop pue 29 = fioq + xov

urejqo 03 » Aq (1) uoryenbe pue 2 Aq (1) uoryenbo Ajdimy

If we multiply this last equation by —1 we obtain
(ad — be)y = af — ec (iv)
Dividing equations (iii) and (iv) by ad — bc we obtain the solutions

_ed—>bf _af —ec )
YT wd—be VT wd—be v

There is of course one proviso. If ad — bc = 0 then neither x nor y has a defined value.

If we choose to express these solutions in terms of determinants we have the formulation for the
solution of simultaneous equations known as Cramer’s rule.

If we define A as the determinant ’ “ 2 and provided A # 0 then the unique solution of the
equations
ar+by=e
cr+dy=f
is by (v) given by
A, A e b a e
T=5 y:Ky where A, = roal A, = ¢ f

Now A is the determinant of coefficients on the left-hand sides of the equations. In the expression

A, the coefficients of x (i.e. ( Z ) which is column 1 of A) are replaced by the terms on the

right-hand sides of the equations (i.e. by ). Similarly in A, the coefficients of y (column

e
f

2 of A) are replaced by the terms on the right-hand sides of the equations.
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L
\'_-i\ Key Point

Cramer’s Rule

The unique solution to the equations:

ar+by =e
cr+dy=f
is given by:
A, Ay
A YA
in which
a b e b a e
A_cal‘ A””_fal’ Ay_cf

If A = 0 this method of obtaining the solution cannot be used.

—

i

o L
|£’J; Use Cramer’s rule to solve the simultaneous equations
b

N
20 +y =T
3r—4y = 5
Your solution
B ] =N
T
T ¢l _ P T ¢ | _ .
G ¢ 7— 9’
L C T L
UOIIN[OS S, JOWRID) [YHM poddold ued am () # y 90Ul§ [[— = ‘ i_ g ‘ = v Surjemmore)

You can check by direct substitution that these are the exact solutions to the equations.
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'.:I-:T|-|

-b w
| @" Repeat the process with the equations
“ 2% —3y = 6 2% —3y = 6
(a) dr — 6y = 12 (b) dr — 6y = 10

Your solution

"SUOIIN[OS OU
oIe o191} 9OUSY (‘o[qIssod jou SI YDIYM G = fig — XF ST pUodas o) pue g = fig — xg ST 181 o1}
90UIS) JUISISUODUL oIe suoljenbo o) (q) u *(suornjos oqissod JO IOQUINT SIIUYUL UR ST OIOY T,
‘suoryenbo joq AJsiyes A[snosurinuils YoIYM /i pue T I0J SON[RA dI@ 9I0() 7 JO ON[RA [DRD 10
0§ '¢/(1€ + 9) sAemye st onfea x oY) oY) Jnq Aes 7 ‘YSIM oM on[eA fiup fi OAI3 URD oM OIOH)
"SuOIN[Os AuRW A[2JTUYUL 818 9IS} OS ISIY 9 90IM) ST Uorenbs puodes o) (&) Wo)SAS oY) U]

"9seD I}l Ul UOIMN[O0S onbrun ou st 010y} 90uey ‘() = (g1—) — ¢I— = g: Z ‘
90UIS ‘)SIY ' 2: Z ’ PONDOD 9ARY PINOYS NOX

Notation For ease of generalisation to larger systems we write the two-equation system in a
different notation:

a1171 + ajprs = by

2171 + a0ry = by

Here the unknowns are z; and x», the right-hand sides are b; and by and the coefficients are a;;
where, for example, a9, is the coefficient of x; in equation two. In general, a;; is the coefficient
of z; in equation 1.

Cramer’s rule can then be stated as follows:

a a )
It T # 0, then the equations
a21 A2
a1171 + ajprs = by
21T + ary = by
have solutions
by ai ap; by
by a9 asz;  bo
€Ty = ) Tg =
ail Az 11 Q12
ag1 A2 ag1  A22
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2. Solving three equations in three unknowns

Cramer’s rule can be extended to larger systems of simultaneous equations but the calculational
effort increases rapidly as the size of the system increases.
We quote Cramer’s rule for a system of three equations.

i
\!"\“ Key Point
The unique solution to the system of equations:
a1171 + a2 + a13r3 = by
A21T1 + A22%9 + A23T3 = by
as1x1 + ase®e + agsrs = b
18
. _Axl . _AIQ . _Am
1 A M 2 A ) 3 A
in which
ai; aiz A3
A= ay axp ay;
a31 dz2 G33
and
by a2 as a; by ags a;; aiz b
Aacl =| by ax as sz =| an by a3 Aajgz a1 by
bs asy ass asz; bz ass as;  asy b
If A = 0 this method of obtaining the solution cannot be used.

Notice that the structure of the fractions is similar to that for the two-equation case. For
example, the determinant forming the numerator of x; is obtained from the determinant of
coefficients, A, by replacing the first column by the right-hand sides of the equations.

Notice too the increase in calculation: in the two-equation case we had to evaluate three
2 x 2 determinants, whereas in the three-equation case we have to evaluate four 3 x 3 determi-
nants. Hence Cramer’s rule is not really practicable for larger systems.

We wish to solve the system

T, —2x9+2x3 =
2513'1 + Ty — T3 = 5
311 — To + 21‘3 = 12.

First check that A # 0.
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Your solution

0IT=C—FI+1 =
(e—c—)xT+(e+7)xg+(1—-2) X1

¢ € ¢ 1I—-
I+'I_Z’ (z—) ‘I_[ ‘ I v

‘mox doy oty Suofe Surpuedxy

¢ I— €
- 1T ¢|=V
I ¢ 1

Now we find the value of z;. First write down the expression for x; in terms of determinants.

Your solution

¢ 1— Tl
VHI-1 ¢ |=W
I ¢ ¢

Now calculate x; explicitly.

Your solution

g:()ngI—I:IxaouaH

"0€
(LI-)X1+2cxXg+Ix¢e =
I— ¢l A4 A
X T+ X (g—) —
A PR K PYC R LI I

o 03 mox doy oy Suore Surpuedxe Aq punoj sI IojerdWNU S J,

In a similar way find the values of x5 and x3.
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Your solution

01T
e={le)xetoxe+i}— =
I— € ¢l € ¢r 1I— 0T
X ¢+ X (¢—) — X — =
{‘ T ¢ ‘9 ¢ (=) ¢ 1 I} T
01
1={6+Lxe-ze}T =
{ZIEX[+’Z €lee_|o @ ><I}O_I:
G I— ¢ I— ¢ 1
(N o
I— ¢ ¢ T =
I € 1
Exercises
1. Solve the following using Cramer’s rule:
20 — 3y = 1 20— by = 2 6 — y = 0
@) 4 oy = 2 ™) g+ 10y = 1 (©) 9y — 4y = 1
2. Using Cramer’s rule obtain the solutions to the following sets of equations:
209 + 19 — x3 = 0 Ty — X9 + x3 = 1
(a) T + x3 = 4 (b) —xT + 3 = 1
Ty + w2 + w23 = 0 r1 + xp — w3 = 0
gzgx‘[zzx‘%:%(q) %—81:‘17_:61:%:11:(@)-3
e A () uornos ou ‘0 = v (q) 0="£‘C=ux(e) 7 slomsuy
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